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Abstract Subauroral Polarization Streams (SAPS) are associated with closure of region 2 field‐aligned
current (R2 FAC) through the low conductivity region. Although SAPS have often been studied from a
magnetosphere‐ionosphere coupling perspective, recent observations suggest strong interaction also exists
between SAPS and the thermosphere. Our study focuses on thermospheric wind driving and its impact
on SAPS and R2 FAC during the 17 March 2013 geomagnetic storm using both observations and the
physics‐based Rice Convection Model‐Coupled Thermosphere, Ionosphere, Plasmasphere, electrodynamics
(RCM‐CTIPe) model that self‐consistently couples the magnetosphere‐ionosphere‐thermosphere system.
Defense Meteorological Satellite Program (DMSP)‐18 and Gravity Field and Steady‐State Ocean Circulation
Explorer (GOCE) satellite observations show that, as the storm progresses, sunward ion flows intensify
and expand equatorward and are accompanied by strengthening of subauroral neutral winds with some
delay. Our model successfully reproduces time evolution and overall structure of the sunward ion drift and
neutral wind. A force term analysis is performed to investigate the momentum transfer to the neutrals
from the ions. Contrary to previous studies showing that Coriolis force is the main driver of neutrals during
storm time, we find that the ion drag is the largest force driving westward neutral wind in the SAPS
region where the ion density is low in the trough region. Furthermore, simulations with and without the
neutral wind dynamo effect are compared to quantify the effect of the neutral to plasma flow. The comparison
shows that the self‐consistent active ionosphere thermosphere coupling increases the R2 FAC and the
westward ion drift equatorward of the SAPS region by 20% and 40% by the flywheel effect, respectively.

1. Introduction

Subauroral Polarization Streams (SAPS) are intense northward electric field driving sunward plasma con-
vection at the dusk‐premidnight subauroral region (Foster & Vo, 2002) and inner magnetosphere
(Nishimura et al., 2008; Puhl‐Quinn et al., 2007). SAPS contribute to ionospheric composition changes
(Anderson et al., 1991; Karlsson et al., 1998), midlatitude troughs (Anderson et al., 1991; Foster et al.,
2007; Spiro et al., 1978), storm‐enhanced density plumes (Foster et al., 2014, 2007; Foster & Rideout, 2007;
Zou et al., 2013), and enhance ion upflows (X. Zhang et al., 2017), as well as the dynamics of the plasma-
sphere and plasmapause (e.g., Goldstein et al., 2005). SAPS are more prominent during geomagnetic active
time, but SAPS during both quiet and moderately disturbed conditions have also been reported by a recent
statistical study by Kunduri et al. (2017) based on Super Dual Auroral Radar Network. These phenomena
become stronger and move to lower latitudes with increasing geomagnetic activity based on both observa-
tion and simulation (e.g., Foster & Vo, 2002; Gkioulidou et al., 2011, 2009; Lyons et al., 2009).

They are believed to be formed by the necessity for closing the downward region 2 field‐aligned currents (R2
FACs), which are generated by the increased ring current pressure gradient, through the low‐conductivity
region that lies equatorward of the electron plasma sheet. In this scenario, the magnetosphere acts as a
current generator to maintain a large electric field gradient that is formed in the SAPS events (Anderson
et al., 2001).

While SAPS have often been discussed within the magnetosphere‐ionosphere coupling framework, recent
studies of subauroral neutral wind observations have shown existence of a strong interaction with the ther-
mosphere. Neutral winds in the midlatitude and low‐latitude thermosphere are disturbed during
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magnetically active times since Joule heating and ion drag deposited in the auroral zone drive neutral wind
surges and changes in the global circulation (e.g., Fuller‐Rowell et al., 1994). Enhanced westward winds are
found to peak around the same latitude as SAPS flows from comparisons between ion drift and neutral wind
measurements (Wang et al., 2011, 2012). Different forces have been suggested to explain the acceleration of
neutral wind, involving, for example, the ion drag force in the aurora zone (Wang et al., 2018) and on a global
scale (Wang et al., 2012), the Coriolis force (Lühr et al., 2007; S.‐R. Zhang et al., 2015), and pressure gradient.

Furthermore, the wind disturbances last longer than magnetospheric driving forces due to their large inertia
(called the flywheel effect; Deng et al., 1993; Lyons et al., 1985; Odom et al., 1997; Richmond et al., 2003). The
flywheel effect is generated by thewind disturbances that have previously been accelerated by storm time con-
vection via ion drag or auroral heating. At midlatitude and low latitude, the process to generate electric fields
that are generated by disturbed winds are called the disturbance dynamo. The main driver of the disturbance
dynamo process is the enhancement of the westward wind at midlatitude that is driven by the Coriolis force
(Blanc & Richmond, 1980). However, it is difficult to observationally investigate the causality by quantifying
force terms that contribute to accelerating the neutral wind in the SAPS region because of difficulties in mea-
suring the force terms. Utilizing physics‐based models is necessary not only to quantify momentum exchange
for driving subauroral neutral wind but also to evaluate the level of the feedback process to the ionosphere and
magnetosphere due to the flywheel effect. This motivated us to perform a study on the storm time thermo-
spheric wind effect on the ionospheric plasma drift associated with SAPS. This study provides for the first time
characterization and evaluation of the midlatitude flywheel effect and its role in the inner magnetosphere and
atmosphere‐ionosphere coupling system feeding back the magnetosphere. We also perform force term analy-
sis to evaluate which forces are responsible for accelerating neutral wind toward the direction of plasm flow.

In this study, we use data from Defense Meteorological Satellite Program (DMSP)‐18 and Gravity Field and
Steady‐State Ocean Circulation Explorer (GOCE) satellite during the St. Patrick's Day storm event of 2013
caused by an Interplanetary CoronalMass Ejection. This storm has been chosen since it was relatively strong
(DST ~ −130 nT) during the latest solar cycle 24, and SAPS activity has been documented previously for this
storm (Foster et al., 2014; Raeder et al., 2016; Yu et al., 2015; S.‐R. Zhang et al., 2015). We also use a physics‐
based model of the coupled magnetosphere‐ionosphere‐thermosphere system that self‐consistently couples
Rice Convection Model (RCM; Toffoletto et al., 2003; Wolf, 1983) and Coupled Thermosphere, Ionosphere,
Plasmasphere, electrodynamics (CTIPe) model (e.g., Fuller‐Rowell et al., 2002; Millward et al., 2001). The
coupled model includes the electrodynamic coupling and interactions and feedback between the inner mag-
netosphere and ionosphere‐thermosphere system (Maruyama et al., 2011).

The second section describes our methodology and tools used for this study. The third section focuses on our
result, identifying SAPS from DMSP measurements and comparing it to neutral wind measurement from
GOCE. We then perform observation and simulation comparison to verify our model results and investigate
the effects of different forces on driving neutral wind as well as the effect of neutral wind feedback into the
ionosphere and magnetosphere system. Finally, we summarize and give our conclusions in the last section.

2. Methodology
2.1. Observation
2.1.1. DMSP
The DMSP satellites measure precipitating electrons and ions, ion density, cross‐track ion drifts, and mag-
netic field. The DMSP satellites are in Sun‐synchronous, nearly circular polar orbits at ~800‐km altitude
nearly in the dawn‐dusk meridian. The SSJ electrostatic analyzer measures electrons and ions from 32 eV
to 30 keV in 20 logarithmically placed steps every second (Hardy et al., 1984). The SSIES instrument contains
a scintillation monitor and drift meter for measuring the density and cross‐track drift every second (Rich &
Hairston, 1994). The magnetic field is obtained by the SSM instrument with 1‐s resolution (Rich et al., 1985).
2.1.2. GOCE
The GOCE satellite measured the neutral density and cross‐track neutral wind in the thermosphere on a
~90‐min orbit (96.5° inclination) from 2009 to 2013 (Bruinsma et al., 2014). The GOCE orbital plane is fixed
to the Sun (06 and 18 local times) ~260‐km altitude. The neutral density and cross‐track winds are obtained
from the accelerometer onboard the spacecraft using the rate of satellite acceleration due to the atmospheric
drag and known parameters (satellite mass, cross section, drag coefficient, and satellite speed).
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2.1.3. DMSP and GOCE Conjugation
During this event, DMSP‐18 and GOCE had very good conjugacy in the dusk sector (magnetic local time
[MLT] ~ 18.5–20) which is our primary region of interest. We also compare data on the dawnside to inves-
tigate the dawn‐dusk asymmetry, although their locations were slightly different (DMSP at MLT ~ 9 and
GOCE at MLT ~ 7). In this study, DMSPmeasurements of plasma density, precipitating electron energy flux,
magnetic field, and ion velocity at altitude ~830 km are used. GOCE provides measurements of neutral wind
density and cross‐track velocity at altitude ~270 km.

2.2. The Coupled RCM‐CTIPe Model

The coupled RCM‐CTIPe model is composed of three well‐developed and tested physical models: (1) the
CTIPe model (Fuller‐Rowell et al., 1996; Millward et al., 2001, 1996); (2) the RCM (Toffoletto et al., 2003;
Wolf, 1983); and (3) the global electrodynamic solver based on the National Center for Atmospheric
Research Thermosphere‐Ionosphere Electrodynamics General Circulation Model (NCAR‐TIEGCM)
(Richmond & Maute, 2014). The model includes the electrodynamic coupling, interactions, and feedback
between the inner magnetosphere and the thermosphere‐ionosphere‐magnetosphere system. It also
includes the ring current and the auroral‐zone distribution of ionospheric currents and FACs associated
with high latitude convection that connects the ionosphere and magnetosphere, as well as ionospheric
wind‐generated dynamo current sources. It is able to describe high latitude convection and corotation
electric fields and the storm time processes including prompt penetration, disturbance dynamo and SAPS,
all of which are crucial in calculating the storm time electric field in the ionosphere and magnetosphere,
and Joule heating and ion drag that are the main drivers of the storm time neutral wind. The detailed
description of the model coupling can be found in Maruyama et al. (2011). The horizontal resolution of
the electrodynamic solver (variable in latitude with minimum 0.69° in the subauroral region, with longitude
resolution of 4.5°) is high enough to resolve the fine structure of the R2 FACs and the corresponding SAPS
latitudinal features. In this study, in order to improve the consistency of the location between R2FAC and
auroral ionospheric conductance, the calculation of the auroral ionization caused by the diffuse aurora
(the type of aurora caused by the particles that are scattered by plasma waves into the loss cone without
the aid of additional energy) in RCM has newly been implemented in the CTIPe model, since the
conductivity can greatly alter the ionospheric convection electric field including SAPS.
2.2.1. Model Input
The global electric field in the coupled model critically depends on the spatial and temporal variation of the
polar cap potential, which is driven by solar‐wind‐magnetosphere interaction. The convection pattern pole-
ward of the RCM domain is given by Heelis et al. (1982). The polar cap potential drop used to drive the RCM
was initially calculated from 5‐min averages of Advanced Composition Explorer solar wind and interplane-
tary magnetic field data using the empirical relations of Boyle et al. (1997) but modified so that if the poten-
tial drop exceeds 150 kV, the potential is reduced linearly to saturate at 200 kV based on DMSP
measurements (Hairston et al., 2003).

The Hilmer and Voigt (1995) model has been adopted for the magnetic field and time‐dependent polar cap
boundary (RCM high latitude boundary). Another input of the model is the plasma sheet outer boundary
condition (density and temperature), which is estimated from the Tsyganenko and Mukai (2003) statistical
model. The plasma sheet input is important since higher temperature and smaller density in the plasma
sheet leads to reduced shielding and enhanced penetration of electric field equatorward of the inner bound-
ary of electron precipitation (Garner et al., 2004; Spiro et al., 1988).

Auroral precipitation patterns are obtained by combining RCM precipitation within the RCM domain and
the TIROS/NOAA satellite‐based model driven by the hemispheric power index (Fuller‐Rowell & Evans,
1987) poleward of the RCM domain. The model forcing is updated every 12 min. It is important to note that
the disturbance dynamo electric field is self‐consistently calculated in the model (Fuller‐Rowell et al., 2002).
Upward propagating tides from the lower atmosphere represent an additional input as described by
Millward et al. (2001). We use solely the semidiurnal (2,2) tidal component specified at the lower boundary
of the model, with a prescribed magnitude of 300 m with a phase of the maximum at 0100 LT, since the (2,2)
mode is the crucial tidal mode for reproducing the diurnal variation of the vertical E × B drift at the
magnetic equator.

10.1029/2018JA026193Journal of Geophysical Research: Space Physics

FERDOUSI ET AL. 2325



3. Results
3.1. Observations

Figure 1 shows correlation between the measured sunward plasma flow from DMSP and neutral wind from
GOCE at dusk (Figure 1a) and dawn (Figure 1b). Panel (A) shows IMF Bz in Geocentric coordinate systems
from the OMNI data set. IMF Bz first fluctuated between south and north and then turned southward (at
~6 UT) and stayed mostly southward until ~20 UT. Finally, it slowly turned northward toward the end of this
time interval. SYM‐H in panel (B) fell after the storm sudden commencement around 6:00 UT and reached
−100 nT around 10:00 UT when IMF Bz became strongly negative. Then it stayed nearly steady until 20 UT
when it dropped again to −130 nT, indicating double dips during the main phase of this storm. Panels (C)
to (H) show the magnetic latitude distribution of DMSP observations on each orbit (every ~90 min). Panel
(C) is precipitating electron energy flux, and the FAC determined from the DMSP magnetometer (positive
upward) is shown in panel (D). Panel (E) presents the Pederson conductance determined using the
Robinson formula (Robinson et al., 1987) based on the electron energy flux, and plasma density from DMSP
is shown in panel (F). The last two panels show the ion drift and neutral wind velocities from the DMSP
andGOCE satellites. The positive direction is sunward (red), which is westward at dusk and eastward at dawn.

As shown in Figure 1a, as the storm progresses, the electron precipitating flux increases, and the auroral oval
expands equatorward. The R2 FAC extends well equatorward of the auroral oval in the subauroral low con-
ductivity region where the midlatitude trough has formed. The sunward ion drift has two latitudinally bifur-
cated bands particularly after ~12 UT. The equatorward portion of the flow can be identified as SAPS since it
is located equatorward of the electron precipitation and within the trough. The FAC and SAPS velocity show

Figure 1. The correlation between Subauroral Polarization Streams from DMSP 18 and neutral wind from GOCE during St. Patrick's Day geomagnetic storm of
2013. (a) Dusk (both DMSP and GOCE at MLT = 18.5 to 20) and (b) dawn (DMSP at MLT = 9 and GOCE at MLT = 7). The panels from top to bottom present:
(A) IMF Bz from OMNI, (B) SYM‐H, (C) electron precipitation, (D) FAC, (E) Pederson conductance, (F) ion density, (G) sunward ion drift from DMSP, and
(H) neutral wind from GOCE. The y axis in panels (C) to (H) show the latitude from 40° to 80°, each vertical band presents 90‐min orbit of DMSP and GOCE.
FAC = field‐aligned current; DMSP = Defense Meteorological Satellite Program; GOCE = Gravity Field and Steady‐State Ocean Circulation Explorer.
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a two‐dip structure (equatorward expansion at ~8 and ~20 UT), similar to the SYM‐H dips. Observations
from GOCE during the same time period show that the neutral wind response resembles the plasma flow
with approximately 2‐hr time delay consistent with previous studies at subauroral and middle latitudes
(S.‐R. Zhang et al., 2015). Since the orbits of DMSP and GOCE are roughly 90 min, it is hard to determine
exact timing of the neutral's acceleration in response to ions.

In contrast, at the dawn side (Figure 1b), all parameters show equatorward motion as the storm progresses,
although the two‐dip structure was not clearly seen. The sunward ion drift is as intense as on the duskside,
but the flow magnitude peak was located in the oval (~68° latitude). The sunward winds are much weaker
than that of the dusk side.

3.2. Simulation

Figure 2 shows a comparison of the ion drift and neutral wind velocities and their corresponding quantities
at (Figure 2a) dusk (20 MLT) and (Figure 2b) dawn (9 MLT) from the coupled RCM‐CTIPe model. From top
to bottom, panels are (A) IMF Bz, (B) SYM‐H, (C) FAC, (D) Pederson conductance, (E) density (at the same
altitude as DMSP ~ 800 km), (F) ion velocity (~300 km, same as for wind; the ion velocity only slightly
changes in altitude because of equipotential along field lines), and (G) neural wind velocity at the same alti-
tude as GOCE (~300 km). Our simulation successfully reproduces the SAPS structure, timing, and magni-
tude by comparing to the observations in Figure 1a. The main feature of the SAPS, the double band
structure, is evident in the plasma drift plot (Figure 2a(F)). Also, the two dips of SAPS latitudinal structure
around 8 UT and 20 UT are consistent with that of the observations. The neutral wind enhances about an
hour after westward flow velocity enhances, and it reaches ~500 m/s at dusk. The double dips are also seen
in the neutral wind (Figure 2a(G)). Similarly, reasonable agreement is obtained between the observations
and model results at the dawn side (Figures 1b and 2b). The neutral wind is much weaker than on the dusk
and comparable to the observation.

Figure 3 presents a more detailed comparison between observation (red solid line) and simulation during the
storm (blue solid line) and, for reference, quiet time (black dashed line) of drift velocity at different times

Figure 2. The correlation between Subauroral Polarization Streams and neutral flows from the coupled Rice Convection Model‐Coupled Thermosphere,
Ionosphere, Plasmasphere, electrodynamics model during St. Patrick's Day geomagnetic storm of 2013. (a) Dusk (MLT = 20) and (b) dawn (MLT = 9). The
panels from top to bottom present: (A) IMF Bz from OMNI, (B) SYM‐H, (C) FAC, (D) Pederson conductance, (E) density, (F) sunward ion drift velocity, and
(G) neutral wind. FAC = field‐aligned current.
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(before, during, and during recovery of the storm). A constant offset of −200 m/s exists before the storm in
DMSP flow velocity, which may be due to instrumental effects, and this value has been subtracted from all
panels of Figure 3. For the quiet time, the polar cap potential value was kept constant at a pre‐storm level for
the entire simulation (polar cap potential = 25 kV). In addition, the magnetospheric magnetic field is kept
constant at the values at 00UT on 17 March 2013, and the aurora precipitation (energy flux and average
energy) is kept at the quiet time level (TIROS activity level = 7.4 [GW]). The first plot is for a couple of
hours before the storm, during which the sunward flow in both simulation and observation is weak and
comparable to the quite time simulation. The sunward flow enhances after the storm onset (07:50 UT),
and at 9:30 UT, the double bands are formed around 56° and 66° magnetic latitude in the simulation and
56° and 63° in observation. The westward flows remain strong at ~2,000 m/s, and the double bands
remain prominent during the second dip of the storm (Figures 3d‐3e). The location, magnitude, and
latitudinal extent of the simulated and measured ion drift are mostly captured by the simulation
throughout the storm. However, there exists some inconsistencies between observation and simulation.
These inconsistencies might be due to a couple of reasons. The RCM uses the centered dipole instead of
International Geomagnetic Reference Field (IGRF), and thus, effects of the internal magnetic field are not
precisely described in the RCM. The location (in MLT) of DMSP changes between passes between 18.5

Figure 3. Observation and simulation comparison of ion drift velocity from DMSP (red) and storm time simulation (blue) and quiet time simulation (black dashed
line) at 20 MLT. The sudden sharp drop of at 68° is due to Rice Convection Model high latitude boundary. Panels (a)–(f) present different times (before, during,
and during recovery of the storm). DMSP = Defense Meteorological Satellite Program.
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and 20 MLT, but we use fixed MLT (MLT = 20) for simplicity. The CTIPe longitudinal resolution (18°) is not
sufficiently high to obtain simulation results exactly at the satellite locations. Finally, the small structures in
the observation are not captured by the simulation since the simulation uses smoothed auroral precipitation,
polar cap potential, and plasma sheet boundary input. As mentioned in section 2.2.1, those are specified by
statistical models and are not necessarily accurate for the particular event. Nevertheless, the model has
successfully reproduced the key ionosphere‐thermosphere features in the subauroral region for this event.

Figure 4 presents the comparison of westward neutral wind between observation (red), simulation of storm
(blue), and simulation of quiet time (dashed black) at different times (before, during, and recovery of the
storm). Before the storm (4:50 UT), the wind is weak and very comparable to quiet time. As the storm pro-
gresses, the westward wind velocity increases from almost zero up to several hundred meters per second
with the maximum values at high latitude where most of the Joule heating has been deposited. The wind
enhancement smoothly extends to midlatitude where the wind enhancement is collocated with the ion drift
increase associated with SAPS during the main phase of the storm. The wind however remains enhanced
even during the recovery phase of the storm when the ion drift velocity decreases (cf. Figures 3f and 4f).

Figure 4. Observation and simulation comparison of westward wind velocity from GOCE (red) and storm time simulation (blue) and quiet time simulation
(black dashed line) at 20 MLT. The geographic longitude was determined at 55 magnetic latitude. Panels (a)–(f) present different times (before, during, and during
recovery of the storm). GOCE = Gravity Field and Steady‐State Ocean Circulation Explorer.
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The wind enhancement during the recovery phase plays an important role in generating the flywheel effect
and will be discussed in further detail in the following sections. The overall feature of the simulated wind
enhancement is remarkably consistent with the observation, but there still exist some inconsistencies
between model and simulation. Some of the reasons have been discussed in the previous paragraph.
3.2.1. Force Term Analysis
In order to understand how the neutral wind is driven, we evaluate the contribution of each force term. For
this purpose, we use the equation of motion that describes the force balance of neutral gas

∂
∂t

Un ¼ νni Vi−Unð Þ−2Ω×Un− Un⋅∇ð ÞUn−
1
ρ
∇Pþ 1

ρ
∇ μ∇Unð Þ; (1)

whereVi andUn are plasma velocity and neutral velocity, respectively, νni is neutral‐ion collision frequency,
P is neutral gas pressure, ρ is gas mass density,Ω is angular rotation rate of Earth, and μ is the coefficient of
the sum of turbulence and the molecular viscosity (Fuller‐Rowell et al., 1996). The gravity term can be
neglected in equation (1) since the model assumes that it is independent of altitude over the model altitude
region (80 to ~600 km) based on the shallow atmosphere approximation. From left to right, the main forces
that are acting on neutral gas in equation (1) are ion drag, Coriolis, advection, pressure gradient, and visc-
osity. When the plasma interacts with the neutral gas, the ion drag force acts and can accelerate neutral
to high velocity in the presence of electric field. The Coriolis force is formed as a result of motion of the atmo-
sphere, which is clockwise in the northern hemisphere when viewed from above. The advection term is
formed as a result of gradient or change in neutral velocity. The pressure gradient is formed as a result of
Joule heating, absorption of solar radiation, or tidal, planetary, and gravity waves propagating from the
lower atmosphere. The viscosity works to smooth out the gradient in neutral velocity, which is mainly effec-
tive in the vertical direction over short distance.

Figure 5 shows a comparison of sunward plasma velocity, neural wind, and the forces acting on them at dusk
(Figure 5a) and dawn (Figure 5b), positive sunward. The first four panels (A–D) of Figure 5 are repetition of
Figure 2, but the ion drift has been regridded on the geographic frame of CTIPe from the magnetic frame of
the RCM. The overall time evolution of the ion drift is the same as in Figure 2, but the two‐band structure is
less evident due to the coarser grids of CTIPe thermosphere module (2° × 18°). The ion drift below 50° latitude
shows antisunward flows near the peaks of the two dips of the storms. The last six panels (E–J) present the dif-
ference between ion drift velocity and neutral wind, ion drag, Coriolis, horizontal advection, pressure gradient
forces, and Joule heating. The viscous term effect was negligible, so it is not included in the figure. As described
in the previous section, the neural wind enhances westward within 2 hr of plasma drift enhancement.

The difference between the ion drift velocity and neutral wind is intense (>500 m/s) in the SAPS region
where the density is low. As a result, the ion drag force (first term in equation (1)) enhances within the same
location as the westward plasma enhancement and forms prior to neutral wind acceleration. Thus, ions
accelerate neutrals in the direction of the plasma flow. The Coriolis force also develops in this region, but
it is stronger during the second dip of the storm, and its contribution is not as large as the ion drag. This
is consistent with the earlier finding by Blanc and Richmond (1980), where the Coriolis force takes several
hours to develop due to transport from the nightside auroral latitudes. The horizontal advection acts against
the other forces above 58° magnetic latitude (Figure 5a(H)). This force however acts in the favor of westward
movement below 58° magnetic latitude, and it is more dominant at the two dips of the storm when there is
intensification and changes in drift velocity. The pressure gradient is smaller than the ion drag, and it was
sunward during the first dip of the storm and antisunward during the second dip (Figure 5a(I)). The fluctua-
tions in the pressure gradient is caused mainly by the changes in the Joule heating (Figure 5a(J)).

The sunward (eastward) plasma flows, neutral wind, and their corresponding forces at dawn are shown in
Figure 5b as a contrast. The plasma flow is enhanced at 70° latitude within the auroral oval. However, there
is no substantial plasma flow enhancement in the subauroral region on the dawn side. The neutral wind,
however, is weak at dawn, similar to the observations. The ion drag force is also dominant below 70° latitude
at dawn, but it is essentially balanced with the day‐to‐night pressure gradient and the Coriolis terms.
Thus, the wind acceleration is not effective at this local time but occurs at earlier local times. As shown
in Figure 6g, the wind acceleration occurs at postmidnight by the ion drag and pressure gradient. This
difference in the forces explains the dawn‐dusk asymmetry in the neutral wind.
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Polar views of the simulated sunward forces are given in Figures 6 and 7 at two times: in the middle of the
first main phase at 8 UT when the IMF Bz is southward and near the end of the first main phase at 9:30 UT
when IMF Bz briefly turns northward. For the blue‐to‐red color maps, the sunward and antisunward com-
ponents are in red and blue, respectively. The green and magenta arrows indicate the plasma drift and neu-
tral wind velocity, respectively. At first time interval (8 UT, Figure 6), the ion drift has strong westward
motion in the midlatitude region where the plasma trough forms (Figures 6a and 6c). The midlatitude
plasma trough and its formation has been previously studied (e.g., Rodger, 2008). Comparing the forces,
the ion drag force is the strongest within the SAPS region in comparison to the Coriolis and horizontal advec-
tion. These forces are mainly effective at auroral and subauroral latitudes. The pressure gradient term is
weakly positive on the nightside while negative (antisunward) on the dayside.

At 9:30 UT when IMF Bz turns northward and becomes close to zero (Figure 7), the double‐band structure of
the drift velocity is formed and evident at dusk‐premidnight region. The ion drift becomes very slow at low
latitudes (less than ~45°), while the neutral wind is still strong (magenta arrows) at premidnight. The ion
drag force and the velocity difference between Vi and Un become negative in this region (Figures 7d and
7e). The antisunward ion drag force is also evident in Figure 5a(E and F) from 9 UT to 11 UT. Around this
time, the neutral wind, which has large inertia, is exerting force on ions and driving them toward sunward.
This is the flywheel effect that has previously been observed in the high latitude of the ionosphere (Deng
et al., 1993; Lyons et al., 1985). Our study is the first to reproduce the flywheel effect in the midlatitude

Figure 5. Simulation of force term analysis in sunward direction at dusk (a) and at dawn (b). (from top to bottom) (A) IMF Bz, (B) SYM‐H, (C) ion drift
velocity, (D) neutral wind velocity, (E) difference between ion velocity and neutral (Vi‐Un), (F) ion drag, (G) Coriolis force, (H) horizontal advection,
(I) pressure gradient, and (J) Joule heating. The flows and forces are positive sunward.
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region by physics‐based models. The electron density increased at 9:30 UT compared to 8 UT though the
trough configuration still exists. The main reason is that equatorward wind pushes plasma to a higher
altitude where the recombination is slower (the old positive phase at midlatitudes; e.g., Prölss, 1997). The
thermal expansion might also cause increase in the electron density (e.g., Fedrizzi et al., 2008).

Figure 8 presents the same quantities as Figures 5 but in the southward direction. The plasma drift above
60° latitude in the nightside was intense at 8 UT but weakened and moved toward lower latitude by 20 UT.
The neutral wind has almost the same pattern as does the drift but extends over a wider magnetic latitude
extent. The forces that dominate in the southward direction at dusk are the ion drag and horizontal advec-
tion. The Coriolis force and pressure gradient act against the ion drag below 60° latitude with a similar mag-
nitude. This explains the small neutral wind magnitude in the subauroral region. The southward Coriolis
force is formed as a result of westward ion velocity enhancement as shown by comparison between
Figures 5c and 8g.

Figure 6. Polar view simulation of force term analysis in southward direction at 8 UT (a) ion drift velocity, (b) neutral wind velocity, (c) electron density,
(e) Vi‐Un, (f) ion drag, (g) Coriolis force, (h) horizontal advection, (i) pressure gradient, and (j) Joule heating. The sun is located at top. Each solid circle presents
magnetic latitude with 10° increment.
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In the dawn sector (9MLT), the neutral wind is enhanced in the southward direction near the two dips of the
storm, and the most dominant force is the equatorward pressure gradient that shows repetitive equatorward
propagation. This is caused by enhanced Joule heating (due to elevated ion drift and precipitation) that
intensifies the equatorward pressure gradient. The repetitive pressure gradient is likely related to fluctua-
tions in the IMF Bz, which modulates the high‐latitude forcing (seen as quasiperiodic drift and Joule heat-
ing). The equatorward propagation of the pressure gradient corresponds to the equatorward neutral wind
surges created by the enhanced joule heating (e.g., Bruinsma & Fedrizzi, 2012; Fuller‐Rowell et al., 1994).
The resultant enhanced equatorward wind contributes to slow development of the westward Coriolis force
seen in Figure 5g (Blanc & Richmond, 1980).
3.2.2. Wind Feedback Effects to the Ionosphere and Magnetosphere (Flywheel Effects)
In order to study the effect of neutral wind on magnetosphere‐ionosphere‐ thermosphere coupling, we per-
formed a second simulation without the neutral wind feedback to the ionosphere. Figures 9a–9c show the
comparison between these runs for the FAC, the westward plasma drift, and the electric potential, respec-
tively. Panel (B) shows a run with self‐consistent calculation of the wind‐generated electric field, (C) without
the wind feedback, (D) the difference (with feedback minus without feedback) between these runs, and (E)

Figure 7. Same as Figure 6 but for 9:30 UT.
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and corresponding percentage difference. Figures 9a and 9b show that the downward R2 FAC and SAPS
flows are larger for the run with the wind feedback. The ion drift also extends to latitudes lower than the
SAPS region. While this drift is substantially weaker than that within the SAPS region, it is still
significant (~few hundred meters per second) and is ~20–40% stronger when wind feedback is included
(Figure 9b(A and B)). The ion drag force increases the ion drift in the direction of the neutral wind
(westward), meaning a larger poleward electric field. The electric field driven by neutral wind feedbacks
to the magnetosphere and increases the transport of the ring current particles which penetrate to lower
latitudes. As a result, R2 FAC gets stronger and enhanced closer to the earth, enhancing the electric field
in the lower latitudes which then further increases the ion drift. When the wind feedback was included in
our run, the FAC increased by 20% (maximum around 55° latitude) and the westward ion velocity
enhanced in the subauroral zone (45° to 55°) by 40%, compared to the run without wind feedback. We
also could describe the feedback from the wind to the SAPS using the Ohm's law (J = σ (E + Un × B)). To
maintain the poleward Pedersen current that connects R1 and R2 FACs, the wind effect (Un × B) requires
a larger electric field (E⊥). A larger electric field results in a more enhanced ring current and also R2
FACs. This thus increases the closing Pedersen current. The larger Pedersen current should be closed by
Un × B and E⊥. But the larger E⊥ leads to a larger Un via ion drag, thus requiring an even larger E⊥. This
is a positive feedback loop, giving the larger FAC and electric field in the presence of the wind feedback
shown in Figure 9. The energy is not conserved between the ionosphere electric field and wind, but the

Figure 8. Simulation of force term analysis in southward direction at dusk (a) and at dawn (b). (from top to bottom) (A) IMF Bz, (B) SYM‐H, (C) ion drift velocity,
(D) neutral wind velocity, (E) Vi‐Un, (F) ion drag, (G) Coriolis force, (H) horizontal advection, (I) pressure gradient, and (J) Joule heating.
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magnetosphere energy (pressure gradient that supplies the R2 FAC and solar wind‐magnetosphere dynamo
that supplies R1 FAC) changes depending on the electric field in the system.

Two periods under the overshielding conditions are clearly identified at 9:00 and 10:30 UT in Figure 9b(B
and C) as eastward ion drift below ~55° magnetic latitude. These timings correspond to the IMF northward
turnings and the reduction in ion drift near the open‐closed boundary. The overshielding electric fields did
not propagate latitudinally but emerged and disappeared simultaneously across latitude. These findings sug-
gest that the overshielding electric fields are caused by reduction in the R1 FAC system while the R2 FAC
system has been well‐developed after the ring current particles have had enough time to reconfigure them-
selves in response to the solar wind driving (e.g., Ebihara et al., 2008; Kikuchi et al., 2010), rather than the
disturbance dynamo effect that slowly propagates from high to low latitudes as equatorward winds develop.

Figure 9b(E) shows that the percentage difference in westward drift at ~52–55° MLAT during the overshield-
ing conditions is weaker, meaning that the overshielding electric field (eastward drift) for the run with the
wind feedback is stronger. This enhanced overshielding feature is more pronounced for the second period
(10:30 UT) when the wind had more time to respond to the storm. Our result is consistent with the previous
study by Peymirat et al. (1998) where they showed that wind effect increases the north‐south electric field
(east‐west drift) in the auroral zone while decreasing the east‐west electric field (north‐south drift) equator-
ward of the auroral zone. The wind feedback effect changes the electric field with the same signs as the over-
shielding process caused by R2 FAC and thus including the wind feedback effect in fact enhances
the overshielding.

4. Summary and Conclusions

Observation from DMSP and GOCE and the coupled CTIPe‐RCM model was used to study the relation
between neutral wind and ion drift in the SAPS region during the St. Patrick's storm in 2013. The simulation
successfully reproduced the overall structure and timing of the SAPS and wind. A force term analysis was
performed to evaluate the effects of different forces on driving neutrals in the SAPS region. We also studied
the effect of wind feedback in the magnetosphere and ionosphere coupling system. The main outcomes of
this paper are summarized here.

1. The location and time variation of the forces indicate that the ion drag force dominantly accelerates the
neutrals in the direction of the SAPS flow. The equatorward component of the windmay be primarily due
to horizontal advection, with some contribution from the Coriolis force. The pressure gradient that was
formed as a result of Joule heating acts mostly against the other forces.

Figure 9. Comparison of simulation runs with/without neutral wind feedback. (a) Field‐aligned current and (b) ion drift and (c) potential: (A) IMF BZ wind (B)
feedback is included, (C) without wind, (D) difference (Wind – No Wind), and (E) difference between simulation runs in percentage. The two dashed line indi-
cate the two overshielding events when IMF Bz turns northward.
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2. The neutral winds exhibit the flywheel effect equatorward of the SAPS peak velocity, accelerating ions to
the westward direction for 2 hr when the IMF Bz becomes close to zero.

3. Wind feedback has strong effect on magnetosphere‐ionosphere‐thermosphere coupling processes,
increasing the FAC by in average 20% leading to enhancement of electric field. As a result, the ion drift
penetrates toward lower latitudes and increase in average by 40% by overshielding.
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